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Abstract
Modal validation is an integral part of any modal analysis scheme. Recent advances in efficient variance computation of modal parameter estimates from the output-only subspace-based identification algorithms made the computation of variance feasible for the modal parameters, such as natural frequencies, damping ratios and mode shapes. One of the other practical modal indicators is Modal Assurance Criterion (MAC), for which uncertainty computation scheme is missing. This paper builds on the previous results using the propagation of the measurement uncertainties to estimates of MAC. The sensitivity of the MAC with respect to output covariances is derived using a first order perturbations and the uncertainties are propagated using the Delta method. The influence of the underlying mode shape scaling on both the uncertainty of mode shapes and MAC is investigated. The results are presented in context of operational modal analysis (OMA) of a spring mass system.

1 Introduction
Noisy vibration measurements deployed for the modal identification call to appreciate the statistical uncertainties due to the unknown nature of the input, limited sample size and sensor noise that inherently affect the estimated parameters. A general framework to evaluate the variance of the modal parameters has been proposed first for the covariance driven subspace identification in [7]. As such that strategy involves propagation of the sample covariance through the sequence of system identification steps based on sensitivity analysis where the analytical sensitivities are derived using a first order perturbation. This was revised with an efficient implementation of the latter for the multi-order [4] and multi-setup [2] identification scenarios. The propagation of the sample covariance for the output-only data driven algorithms has been established through a link between the sensitivity of the covariance Hankel matrix to its data driven counterpart [6]. Consequently, this development has led the variance to become a practical modal information, amongst a few others, for industrial applications of the subspace-based system identification.

Once identified from the eigenstructure of the state transition matrix, natural frequencies, damping ratios and mode shapes are validated with simple metrics like variance or relative errors between the estimates from different model orders in a stabilization diagram. When it comes to the mode shapes some additional indicators are commonly used; one of them is MAC. MAC value is a real scalar bounded by zero and one, which depicts a degree of colinearity between two mode shape vectors [5]. In practice, it is a useful tool to assess the quality of conducted modal identification or cross correlate results between different modal tests, however, like estimates of the modal parameters, MAC is affected by the measurement uncertainties.

MAC can be deployed for the comparison of two mode shapes estimated from a single model order, between
different model orders, between two global model orders, between different data sets and lastly between the mode shape extracted from the finite element model and the mode shape estimated from the data collected from the corresponding structure. A strategy to propagate the mode shape covariance estimated from an arbitrary subspace identification algorithm to MAC estimated between different mode shapes is the subject of the present paper. Different mode shape normalization schemes are recalled in the next section. In Section 3 the analytical sensitivity of MAC is derived and Section 4 contains the results of the uncertainty quantification of the numerical simulations of a chain-like system both in the proposed and Monte Carlo frameworks.

2 Subspace system identification

Let model (1) represent a behavior of a $d$ degree of freedom, viscously damped, linear time-invariant (LTI) structural system,

$$
\begin{cases}
M \ddot{u}(t) + D \dot{u}(t) + Ku(t) = v(t) \\
y(t) = C_a \ddot{u} + C_v \dot{u}(t) + C_d u(t)
\end{cases}
$$

where $y(t) \in \mathbb{R}^r$ is the output vector and (') expresses a derivative with respect to time $t$. Matrices $K, M, D \in \mathbb{R}^{d \times d}$ denote stiffness, mass and damping matrices respectively. Matrices $C_a, C_v, C_d \in \mathbb{R}^{r \times d}$ are selection matrices for accelerations, velocities and displacements where $r$ is the number of sensors. Vectors $u(t), v(t) \in \mathbb{R}^d$ denote the continuous-time displacements and external forces respectively. Sampled with $k$ discrete steps at rate $1/\tau$, System (1) can be represented with a discrete-time stochastic state-space model

$$
\begin{cases}
x_{k+1} = A_n x_k + w_k \\
y_k = C_n x_k + v_k
\end{cases}
$$

where $x_k \in \mathbb{R}^n$ are the states; $A_n \in \mathbb{R}^{n \times n}, C_n \in \mathbb{R}^{r \times n}$ are the state transition and observation matrices estimated for a model order $n$ and vectors $w_k$ with $v_k$ denote the process and output noises respectively. The eigenfrequencies $f_i$, damping ratios $\zeta_i$ and mode shapes $\varphi_i$ of the underlying mechanical system (1) are identified for $i = 1 \ldots n$ from the i-th eigenvalue $\lambda_i$ and eigenvector $\Phi_i$ of $A_n$ such that

$$
f_i = \frac{|\lambda_{ci}|}{2\pi}, \ \zeta_i = \frac{-\Re(\lambda_{ci})}{|\lambda_{ci}|}, \ \varphi_i = C_n \Phi_i
$$

where the eigenvalue of the continuous system $\lambda_{ci}$ is computed with $e^{\lambda_{ci} \tau} = \lambda_i$. The $|\cdot|$ denotes modulus operator and $\Re(\cdot)$ and $\Im(\cdot)$ express real and imaginary parts of a complex variable. An example of a output-only data-driven identification algorithm, namely Stochastic Subspace Identification with Unweighted Principal Component, SSI-UPC, is given in the next paragraph.

2.1 SSI-UPC identification algorithm

The UPC algorithm is based on a projection of the ‘future’ data horizon $Y^+$ onto the ‘past’ data horizon $Y^-$, which associates the column space of the resulting projection matrix $\mathcal{H}$ with the column space of the extended observability matrix $\Gamma$ whereas its rows space corresponds to the row space of the forward Kalman filter state sequence $X$. The projection can be written as

$$
\mathcal{H} = Y^+/Y^- = Y^+ Y^{-T} (Y^- Y^{-T})^{-1} Y^-\n$$

where $H \in \mathbb{R}^{(p+1)r \times N}$ with $N + p + q$ denoting the total number of samples such that parameters $p$, $q$ are usually $p = q + 1$. Matrices $Y^+ \in \mathbb{R}^{(p+1)r \times N}$ and $Y^- \in \mathbb{R}^{q \times N}$ are defined such that

$$Y^+ = \frac{1}{\sqrt{N}} \begin{bmatrix} y_{q+1} & y_{q+2} & \ldots & y_{N+q} \\ y_{q+2} & y_{q+3} & \ldots & y_{N+q+1} \\ \vdots & \vdots & \ddots & \vdots \\ y_{p+q+1} & y_{p+q+2} & \ldots & y_{p+q+N} \end{bmatrix}, \quad Y^- = \frac{1}{\sqrt{N}} \begin{bmatrix} y^0_1 & y^0_2 & \ldots & y^0_N \\ y^0_q & y^0_{q+1} & \ldots & y^0_{N+q-1} \\ y^0_{q-1} & y^0_q & \ldots & y^0_{N+q-2} \\ \vdots & \vdots & \ddots & \vdots \\ y^0_1 & y^0_2 & \ldots & y^0_N \end{bmatrix}$$

with $r_0$ labeling the reference channels. An efficient and numerically stable scheme to compute the Hankel matrix $H$ has been proposed in [9] and [3]. Instead of the direct computation of the projection as in (4), it involves selecting an appropriate partition of the stacked and LQ decomposed $Y$ matrix $H$ with $r$ defined as $G$

2.2 Mode shape normalization

The mode shape $\phi_i$ computed from (3) is called the unnormalized mode shape since its scaling is arbitrary and its components can be written as $\phi_i = [\varphi_{i,1} \varphi_{i,2} \ldots \varphi_{i,r}]^T$. To make it comparable between different model orders, a normalization scheme is needed. Two well-known schemes are investigated, namely

1. One mode shape component is set to 1. This $k$-th component can e.g. be chosen as the component with the maximum amplitude ($k = \arg \max_j \{|\varphi_{i,j}|\}$), or any other selected entry of $\phi_i$. The normalized mode shape can be written as

$$\tilde{\phi}_i = \phi_i / |\phi_i|.$$

Note that the $k$-th component in this normalized mode shape has, by design, no uncertainty.

2. The mode shape is rotated such that the imaginary part of one component is 0 and the real part of this component is positive. This $k$-th component can be chosen as in case 1. Then the mode shape is rotated to the maximum angle of deflection. In addition, the norm of the mode shape is set to 1. Then, the normalized mode shape can be written as

$$\tilde{\phi}_i = \varphi_i / ||\varphi_i||.$$

The modal parameter estimation follows (3). Two well-known schemes are investigated, namely

$$\hat{\phi} = \tilde{\phi} / ||\tilde{\phi}||.$$

where $G_n = \mathbb{E}(x_{k+1}y_k^T)$ expresses the cross covariance computed between the states at model order $n$ and the outputs, and the matrix $\Sigma_{Y^-} = \mathbb{E}(Y^+Y^-^T)$ is the variance of $Y^-$. In practice, only the estimates of the observability matrix $\hat{\Gamma}_n$ and the forward Kalman states $\hat{X}_n$ are computed. A well-known scheme to compute $\hat{\Gamma}_n$ and $\hat{X}_n$ is to balance the singular values of the estimate of the Hankel matrix, $\hat{H}$, which SVD writes

$$\hat{H} = [U_1 \ U_2] \begin{bmatrix} D_1 & 0 \\ 0 & D_2 \end{bmatrix} \begin{bmatrix} V_1^T \\ V_2^T \end{bmatrix}$$

where $\hat{\Gamma}_n = U_1 D_1^{1/2}$ and $\hat{X}_n = D_1^{1/2} V_1^T$. $U_1$ and $V_1$ are the left and right singular vectors corresponding to first $n$ non-zero singular values $D_1$ and $U_2$ with $V_2$ are the left and right kernel of $\hat{H}$ where $D_2 \rightarrow 0$. The estimate of the state transition matrix $\hat{A}_n$ for a single model order can be computed in a least-square sense from the shift invariance property of $\hat{\Gamma}_n$ such that $\hat{A}_n = \hat{\Gamma}_n^{-1} \hat{\Gamma}_{n+1}$ and $\hat{C}_n$ is extracted directly from the first block rows of $\hat{\Gamma}_n$. An efficient multi-model order scheme for the computation of the system matrices was developed in [3]. The modal parameter estimation follows (3).
Note that the imaginary part of the $k$-th component in this normalized mode shape has, by design, no uncertainty.

Note that the MAC value, see (13), is independent of the chosen mode shape normalization, therefore its uncertainty should also be independent of the chosen normalization scheme. Both schemes are investigated in this paper for the analysis of the mode shape uncertainty.

3 Delta method for variance estimation

Assume $\hat{Y}$ to be a random matrix computed on $N$ samples for which, as $N$ goes to infinity, $\hat{Y}$ converges almost surely to $\theta$ and the Central Limit Theorem, CLT, holds $\sqrt{N}(\hat{Y} - \theta) \overset{a.s.}{\rightarrow} \mathcal{N}(0, \text{cov}(\theta))$. This is e.g. the case for the output auto-covariance estimates computed from the measurements. Let $\text{vec}(\cdot)$ denote vectorization operator and $\text{vec}(X) = \text{vec}(f(Y))$ be once differentiable in $\theta$ with a sensitivity matrix $\mathcal{J}_{X,Y} = \frac{\partial \text{vec}(f(Y))}{\partial \text{vec}(Y)} \bigg|_{Y=\theta}$. The CLT formulated for $\hat{X}$ writes as

$$\sqrt{N} \left( \text{vec}(\hat{X}) - \text{vec}(f(\theta)) \right) \overset{a.s.}{\rightarrow} \mathcal{N}(0, \mathcal{J}_{X,Y} \text{cov}(\theta) \mathcal{J}_{X,Y}^T) \tag{9}$$

and the first order perturbation of $X$ can be written as $\text{vec}(\Delta X) = \mathcal{J}_{X,Y} \text{vec}(\Delta Y)$. The covariance of the estimate $\hat{X}$ yields $\text{cov}(\text{vec}(\hat{X})) = \hat{\mathcal{J}}_{X,Y} \text{cov}(\text{vec}(\hat{Y})) \hat{\mathcal{J}}_{X,Y}^T$. In this way the covariance related to the output covariances in the Hankel matrix can be propagated to some function of it, in particular to the modal parameters and the MAC values. For the convenience of the notation the estimate symbol ($\hat{\cdot}$) is dropped in the next sections.

3.1 Variance of the mode shapes

The variance of the mode shapes is developed with respect to auto-covariance matrices of the measurements. The scheme in (10) follows the SSI-UPC algorithm developed in [1] and [6], here, for a single model order $n$. The first order perturbation of the mode shape $\Delta \varphi_i$ follows

$$\Delta \varphi_i = \mathcal{J}_{\varphi_i}(A_n, C_n) \mathcal{J}(A_n, C_n) \Gamma_n \mathcal{J}_{\Gamma_n, H} \mathcal{J}_{H, R} \text{vec}(\Delta R) \tag{10}$$

where $\mathcal{J}_{\varphi_i}(A_n, C_n)$ is the sensitivity of the mode shape components with respect to the state transition and observation matrix computed at model order $n$, $\mathcal{J}(A_n, C_n)$ is the sensitivity of the state transition and observation matrix at model order $n$ towards the observability matrix at order $n$, $\mathcal{J}_{\Gamma_n, H}$ is the sensitivity of the observability matrix truncated at order $n$ towards Hankel matrix and finally $\mathcal{J}_{H, R}$ is the sensitivity of the Hankel matrix towards the auto-covariance matrices of the measurements. The auto-covariance matrices $\text{vec}(\Delta R) = \begin{bmatrix} \text{vec}(\Delta R_+) \\ \text{vec}(\Delta R_-) \end{bmatrix}$ where $R_+$ and $R_-$ are respectively the mean of the auto-covariance of each block of the past and future measurements. To ease notation, the following perturbations can be written as

$$\Delta \varphi_i = \mathcal{J}_{\varphi_i, R} \text{vec}(\Delta R)$$

where $\mathcal{J}_{\varphi_i, R} = \mathcal{J}_{\varphi_i}(A_n, C_n) \mathcal{J}(A_n, C_n) \Gamma_n \mathcal{J}_{\Gamma_n, H} \mathcal{J}_{H, R}$ is the chained sensitivity of the $i$-th mode shape towards the auto-covariance matrices of the measurements.
3.1.1 Uncertainty of normalized mode shape: normalization 1

To compute the variance of the normalized mode shape, the effect of the normalization must be accounted for. The first order perturbation of the first normalization scheme, which was developed in [7], writes as

\[
\Delta \tilde{\varphi}_i = \Delta \left( \frac{1}{|\tilde{\varphi}_{i,k}|} \right) \varphi_i + \frac{1}{|\tilde{\varphi}_{i,k}|} \Delta \tilde{\varphi}_i \\
= -\frac{1}{2} \Delta (|\tilde{\varphi}_{i,k}|^2) \varphi_i + \frac{1}{|\tilde{\varphi}_{i,k}|} \Delta \tilde{\varphi}_i \\
= \frac{1}{|\tilde{\varphi}_{i,k}|} \left( -\frac{1}{|\tilde{\varphi}_{i,k}|} \varphi_i e_k^T + I_r \right) \Delta \varphi_i,
\]

using the fact that the (scalar) \( \varphi_{i,k} = e_k^T \varphi_i \) where \( e_k \) is the \( k \)-th unit vector. The respective covariance of the real and imaginary mode shape parts writes thus

\[
\text{cov} \left( \begin{bmatrix} R(\tilde{\varphi}_i) \\ \Im(\tilde{\varphi}_i) \end{bmatrix} \right) = \text{cov} \left( \begin{bmatrix} R(J\tilde{\varphi}_i,\varphi_i,J\tilde{\varphi}_i,R) \\ \Im(J\tilde{\varphi}_i,\varphi_i,J\tilde{\varphi}_i,R) \end{bmatrix} \right) \Sigma_R \left[ \begin{bmatrix} R(J\tilde{\varphi}_i,\varphi_i,J\tilde{\varphi}_i,R) \\ \Im(J\tilde{\varphi}_i,\varphi_i,J\tilde{\varphi}_i,R) \end{bmatrix} \right]^T,
\]

where \( \Sigma_R \) can be easily estimated as a sample covariance on blocks of the data as in [1] and [6].

3.1.2 Uncertainty of normalized mode shape: normalization 2

Regarding the second normalization scheme depicted in (8), the first order perturbation of \( \tilde{\varphi}_i \) writes as

\[
\Delta \tilde{\varphi}_i = \Delta \left( \frac{1}{||\tilde{\varphi}_i||} \right) \tilde{\varphi}_i + \frac{1}{||\tilde{\varphi}_i||} \Delta \tilde{\varphi}_i \\
= -\frac{\tilde{\varphi}_i}{2||\tilde{\varphi}_i||^3} \Delta (||\tilde{\varphi}_i||^2) + \frac{1}{||\tilde{\varphi}_i||} \Delta \tilde{\varphi}_i \\
= -\frac{\tilde{\varphi}_i}{||\tilde{\varphi}_i||^3} R(\tilde{\varphi}_i^H \Delta \varphi_i) + \frac{1}{||\tilde{\varphi}_i||} \Delta \tilde{\varphi}_i \\
= \frac{1}{||\tilde{\varphi}_i||^2} \left( \frac{\tilde{\varphi}_i}{||\tilde{\varphi}_i||^2} R(\tilde{\varphi}_i^H J\tilde{\varphi}_i,\varphi_i,J\tilde{\varphi}_i,R) + J\tilde{\varphi}_i,\varphi_i,J\tilde{\varphi}_i,R \right) \text{vec}(\Delta \varphi),
\]

and thus for the covariance of the real and imaginary mode shape parts

\[
\text{cov} \left( \begin{bmatrix} R(\tilde{\varphi}_i) \\ \Im(\tilde{\varphi}_i) \end{bmatrix} \right) = \text{cov} \left( \begin{bmatrix} R(J\tilde{\varphi}_i,R) \\ \Im(J\tilde{\varphi}_i,R) \end{bmatrix} \right) \Sigma_R \left[ \begin{bmatrix} R(J\tilde{\varphi}_i,R) \\ \Im(J\tilde{\varphi}_i,R) \end{bmatrix} \right]^T.
\]

3.2 Uncertainty of MAC

The computation of MAC between two complex valued mode shapes vectors \( \varphi \) and \( \psi \) estimated at model order \( n \) follows [5] and writes

\[
\text{MAC} = \frac{|\varphi^H \psi|^2}{\varphi^H (\varphi^H \psi) \psi} = \frac{\varphi^H \psi \psi^H \varphi}{\varphi^H \varphi \psi^H \psi}
\]

(13)

Two general cases for the MAC computation are distinguished namely, first when \( \varphi \) and \( \psi \) are estimates of a different mode shape, hereby denoted as cross-MAC, and second when \( \varphi = \psi \) are the same mode shape estimate, denoted as auto-MAC. Note that auto-MAC yields

\[
\text{MAC} = \frac{|\psi^H \psi|^2}{\psi^H (\psi^H \psi) \psi} = \frac{\psi^H \psi \psi^H \psi}{\psi^H \psi \psi^H \psi} = 1,
\]

(14)
Finally, for every complex vectors \( y \) and \( \psi \) it holds

\[
\Delta \text{MAC} = \Delta (\varphi^H \psi^H \varphi) - \frac{\varphi^H \psi^H \varphi}{(\varphi^H \psi^H \varphi)^2} \Delta (\varphi^H \varphi^H \psi).
\]

(16)

Since both the \( \varphi \) and \( \psi \) are column vectors the product \( \varphi^H \psi \) is a complex scalar. Expressing the first term from (16) it holds

\[
\Delta (\varphi^H \psi^H \varphi) = \Delta (\varphi^H) \psi^H \varphi + \varphi^H \Delta (\psi) \psi^H \varphi + \varphi^H \psi \Delta (\psi^H) \varphi + \varphi^H \psi^H \Delta (\varphi).
\]

(17)

The terms \( \Delta (\varphi^H) \psi^H \varphi \) and \( \varphi^H \Delta (\psi) \psi^H \varphi \) are conjugates of each other, and so are \( \varphi^H \Delta (\psi) \psi^H \varphi \) and \( \varphi^H \psi \Delta (\psi^H) \varphi \). Thus, it follows

\[
\Delta (\varphi^H \psi^H \varphi) = 2 \Re (\varphi^H \Delta (\psi) \psi^H \varphi) + 2 \operatorname{Re}(\varphi^H \psi \Delta (\psi^H) \varphi) + 2 \operatorname{Re}(\varphi^H \psi^H \Delta (\varphi)).
\]

(18)

(19)

Finally, for every complex vectors \( y \) and \( x \) the real part of the inner product writes \( \Re (y^H x) = \Re ((\Re (y) + i \Im (y))^H (\Re (x) + i \Im (x))) = \Re (y)^T \Re (x) + \Im (y)^T \Im (x) \), hence it holds

\[
\Re (\varphi^H \psi^H \varphi \Delta (\psi)) = \begin{bmatrix} \Re(\varphi \varphi^H \psi) \quad \Im(\varphi \varphi^H \psi) \end{bmatrix} \begin{bmatrix} \Delta \Re (\psi) \\ \Delta \Im (\psi) \end{bmatrix}
\]

(20)

and

\[
\Re (\varphi^H \psi^H \varphi \Delta (\varphi)) = \begin{bmatrix} \Re(\varphi \psi^H \varphi) \quad \Im(\varphi \psi^H \varphi) \end{bmatrix} \begin{bmatrix} \Delta \Re (\varphi) \\ \Delta \Im (\varphi) \end{bmatrix}.
\]

(21)

The second term of (16) is derived with a scheme analogous to the one depicted in (17)-(21). After sorting the respective terms, the partial derivatives of the MAC with respect to the real and imaginary parts of the mode shapes are

\[
\frac{\partial \text{MAC}}{\partial \Re (\varphi)} = 2 \Re (\varphi \varphi^H \psi) \frac{\varphi^H \psi \varphi^H \psi \varphi}{(\varphi^H \psi \varphi^H \psi)^2} - \frac{\varphi^H \psi^H \varphi}{(\varphi^H \psi^H \varphi)^2} 2 \Re (\varphi)^T
\]

(22)

\[
\frac{\partial \text{MAC}}{\partial \Im (\varphi)} = 2 \Im (\varphi \varphi^H \psi) \frac{\varphi^H \psi \varphi^H \psi \varphi}{(\varphi^H \psi \varphi^H \psi)^2} - \frac{\varphi^H \psi^H \varphi}{(\varphi^H \psi^H \varphi)^2} 2 \Im (\varphi)^T
\]

(23)

and

\[
\frac{\partial \text{MAC}}{\partial \Re (\psi)} = 2 \Re (\varphi \psi^H \varphi) \frac{\varphi^H \psi \varphi^H \psi \varphi}{(\varphi^H \psi \varphi^H \psi)^2} - \frac{\varphi^H \psi^H \varphi}{(\varphi^H \psi^H \varphi)^2} 2 \Re (\psi)^T
\]

(24)

\[
\frac{\partial \text{MAC}}{\partial \Im (\psi)} = 2 \Im (\varphi \psi^H \varphi) \frac{\varphi^H \psi \varphi^H \psi \varphi}{(\varphi^H \psi \varphi^H \psi)^2} - \frac{\varphi^H \psi^H \varphi}{(\varphi^H \psi^H \varphi)^2} 2 \Im (\psi)^T.
\]

(25)

Combining (22)-(25) to the analytical sensitivity \( \mathcal{J}_{\text{MAC}, \varphi, \psi} \) after (15), the covariance of the MAC writes

\[
\text{cov} (\text{MAC}) = \mathcal{J}_{\text{MAC}, \varphi, \psi} \Sigma_{\varphi, \psi} \mathcal{J}_{\text{MAC}, \varphi, \psi}^T.
\]
4 Application

The presented scheme for the uncertainty computation is tested on a numerical simulation of a 6 degree of freedom (DOF) spring mass system in a Monte Carlo (MC) setup with 1000 simulations. The following application directly refers to the one in [6] that validated the variance estimation of natural frequencies and damping ratios in such a framework. In addition to the uncertainty quantification of MAC, this paper validates variance estimation for the mode shape computation. The chain-like system is excited with a white noise signal in all DOFs with sampling frequency of 50Hz for 2000 seconds and the responses are measured at 1, 2 and 5 DOF. Gaussian white noise with 5% of the standard deviation of the output is added to the response at each channel. The influence of the two underlying mode shape normalization cases, depicted in (7) and (8), on the variance computation is investigated.

Both the output-only data driven subspace-based system identification with the unweighted principal component (SSI-UPC) and the variance computation in the corresponding framework are set up with a single system order of 12, time lags of 15 and 200 blocks for the covariance computation of the data Hankel matrix. Six modes are tracked in each simulation. In both mode shape normalization cases the second component of the mode shape vector was selected for the normalization. The exact and calculated means of the real parts of the identified mode shapes with the respective Coefficients of Variation (CV) are depicted in Table 1 and Table 2.

<table>
<thead>
<tr>
<th>DOF/Case</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact</td>
<td>0.6834</td>
<td>0.8414</td>
<td>1.3228</td>
<td>-1.7442</td>
<td>-1.0222</td>
<td>-0.7374</td>
</tr>
<tr>
<td>Mean MC</td>
<td>0.6826</td>
<td>0.8413</td>
<td>1.3226</td>
<td>-1.7428</td>
<td>-1.0220</td>
<td>-0.7380</td>
</tr>
<tr>
<td>CV[%]</td>
<td>1.241</td>
<td>0.240</td>
<td>0.368</td>
<td>1.927</td>
<td>0.523</td>
<td>1.270</td>
</tr>
</tbody>
</table>

Table 1: Comparison of the exact and mean values with corresponding CV from Monte Carlo simulation of estimated mode shapes. Normalization scheme 1.

<table>
<thead>
<tr>
<th>DOF/Case</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact</td>
<td>0.2823</td>
<td>0.5824</td>
<td>0.7911</td>
<td>0.5344</td>
<td>0.5914</td>
<td>0.5134</td>
</tr>
<tr>
<td>Mean MC</td>
<td>0.2819</td>
<td>0.5824</td>
<td>0.7910</td>
<td>0.5344</td>
<td>0.5915</td>
<td>0.5134</td>
</tr>
<tr>
<td>CV[%]</td>
<td>1.040</td>
<td>0.159</td>
<td>0.120</td>
<td>0.977</td>
<td>0.389</td>
<td>1.429</td>
</tr>
</tbody>
</table>

Table 2: Comparison of exact and mean values with corresponding CV from Monte Carlo simulation of estimated mode shapes. Normalization scheme 2.

Both Table 1 and Table 2 reveal that calculated MC means are close to the exact values of the mode shapes, with the highest CV of 2.336% for mode 6. A comparison between the standard deviations of the mode shape components computed from the MC simulation, \( \sigma_{MC} \), and the mean standard deviations from the perturbation theory (PT), \( \sigma_{PT} \) is depicted in Table 3 and Table 4.
Table 3: Standard deviations of real and imaginary part of the mode shapes from perturbation approach and Monte Carlo simulations. Normalization scheme 1.

<table>
<thead>
<tr>
<th>DOF/Case</th>
<th>Standard deviation of $\Re(\phi)$ [$\cdot 10^{-2}$]</th>
<th>Standard deviation of $\Im(\phi)$ [$\cdot 10^{-2}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>DOF$^1$</td>
<td>$\sigma_{PT}$</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{MC}$</td>
<td>0.84</td>
</tr>
<tr>
<td>DOF$^2$</td>
<td>$\sigma_{PT}$</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{MC}$</td>
<td>0.00</td>
</tr>
<tr>
<td>DOF$^5$</td>
<td>$\sigma_{PT}$</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{MC}$</td>
<td>1.27</td>
</tr>
</tbody>
</table>

Table 4: Standard deviations of real and imaginary part of the mode shapes from perturbation approach and Monte Carlo simulations. Normalization scheme 2.

<table>
<thead>
<tr>
<th>DOF/Case</th>
<th>Standard deviation of $\Re(\phi)$ [$\cdot 10^{-2}$]</th>
<th>Standard deviation of $\Im(\phi)$ [$\cdot 10^{-2}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>DOF$^1$</td>
<td>$\sigma_{PT}$</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{MC}$</td>
<td>0.30</td>
</tr>
<tr>
<td>DOF$^2$</td>
<td>$\sigma_{PT}$</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{MC}$</td>
<td>0.21</td>
</tr>
<tr>
<td>DOF$^5$</td>
<td>$\sigma_{PT}$</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{MC}$</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Both Table 3 and Table 4 illustrate that the differences between the standard deviations obtained from the MC simulations and the mean standard deviations computed using perturbation theory (PT) are negligible. Higher standard deviations, on average, of all DOFs in Table 3 correspond to higher mean values of the mode shape components in Table 1. That results in a small differences between the CV of estimated DOFs which is illustrated, for the two normalization schemes, in Table 1 and Table 2 respectively.

Results presented so far were computed for a single sample size $N$, which, naturally, is the case when using such framework for uncertainty quantification in real-life applications. That, however, should hold for any sufficient data length. Analyzing results computed on different sample lengths provide arguments for deploying such framework and allow to draw some conclusions about the distribution properties of the estimated mode shapes. For that purpose introduce some variables that depend on standard deviations of $\Re(\phi)$ and $\Im(\phi)$ computed from the MC simulations such as

$$
\sigma_{\Re(\phi)}_{MC} = \sqrt{\text{var}(\Re(\phi_{r,i})), \quad \sigma_{\Im(\phi)}_{MC} = \sqrt{\text{var}(\Im(\phi_{r,i}))}},
$$

(26)

$$
\sigma_{\Re(\phi)}_{MC} = \frac{1}{\sqrt{N}}, \quad \sigma_{\Im(\phi)}_{MC} = \frac{1}{\sqrt{N}}.
$$

The $r = 1 \ldots 3$ denotes the number of measured DOF, $i = 1 \ldots 6$ denotes the number of identified modes and the $j = 1 \ldots MC$, where $MC = 1000$ and $j$ denotes the $j$-th Monte Carlo simulation. Now, recall that proposed perturbation approach computes variance of the real and imaginary parts of the mode shape component, $\sigma_{\Re(\phi_{r,i})_{PT,j}}$ and $\sigma_{\Im(\phi_{r,i})_{PT,j}}$, for a single realization $j$, hence 1000 simulations enable to compute
the variance of $\sigma_{\Re(\phi_{r,i})_{PT}}$ and $\sigma_{\Im(\phi_{r,i})_{PT}}$ which, for the variables formulated in (26), writes

$$
\overline{\sigma}_{\Re(\phi)_{PT}} = \frac{1}{MC} \sum_{r=1}^{3} \sum_{i=1}^{6} \sum_{j=1}^{MC} \sigma_{\Re(\phi_{r,i})_{PT,j}}, \\
\overline{\sigma}_{\Im(\phi)_{PT}} = \frac{1}{MC} \sum_{r=1}^{3} \sum_{i=1}^{6} \sum_{j=1}^{MC} \sigma_{\Im(\phi_{r,i})_{PT,j}}, \\
\sigma^*_{\Re(\phi)_{PT}} = \sum_{r=1}^{3} \sum_{i=1}^{6} \sqrt{\text{var}(\sigma_{\Re(\phi_{r,i})_{PT}})}, \\
\sigma^*_{\Im(\phi)_{PT}} = \sum_{r=1}^{3} \sum_{i=1}^{6} \sqrt{\text{var}(\sigma_{\Im(\phi_{r,i})_{PT}})}.
$$

(27)

Analysis of the variables in (26) and (27) computed on the data sets with different sample lengths is depicted on Figure 1.

Figure 1: Sum of standard deviations of the mode shape components from Monte Carlo simulation and mean perturbation theory depending on number of samples (a). Standard deviation of the sum of standard deviations of the mode shape components from Monte Carlo simulation and mean perturbation theory (b). CV of the standard deviation of mode shape components from perturbation theory depending on number of samples (c). Sum of standard deviations of the mode shape components from Monte Carlo simulation and mean perturbation theory scaled with a square root of corresponding data length (d). Normalization 1.

Since mode shapes estimates are converging to their true value the $\overline{\sigma}_{\Re(\phi)_{MC}}, \overline{\sigma}_{\Im(\phi)_{MC}}, \overline{\sigma}_{\Re(\phi)_{PT}}$ and $\overline{\sigma}_{\Im(\phi)_{PT}}$ are converging to zero, which is illustrated in the ‘a’ part of Figure 1. The ‘b’ part shows that the errors in the perturbation approach converge to zero. The CVs $\sigma^*_{\Re(\phi)_{PT}}/\overline{\sigma}_{\Re(\phi)_{PT}}$ and $\sigma^*_{\Im(\phi)_{PT}}/\overline{\sigma}_{\Im(\phi)_{PT}}$ converge to a constant value of 5.5% and 7.5% respectively, see ‘c’ part of Figure 1 which illustrates that the relative error summed from all the mode shape components for selected model order $n$ is very small. That also arguments for using the proposed framework while having just one measurement set. The ‘d’ part of Figure 1 illustrates that the pairs $\overline{\sigma}_{\Re(\phi)_{PT}}$ and $\overline{\sigma}_{\Re(\phi)_{MC}}$ with $\overline{\sigma}_{\Im(\phi)_{PT}}$ and $\overline{\sigma}_{\Im(\phi)_{MC}}$ converge with rate of order $\sqrt{N}$ to a similar constant, which also justifies estimating the variance of the mode shape components with the perturbation approach.

The MAC values computed between the mode shapes estimated at model order 6 from one arbitrary data set are depicted on Figure 2.
As shown in (14) the diagonal of the MAC matrix plotted in Figure 2 is equal to one. The histograms of selected MAC values obtained from MC simulations with the corresponding standard deviations computed using the perturbation approach are depicted on Figure 3 and Figure 4 respectively.

The histograms illustrate the validity of Gaussian approximation of MAC stated by CLT in (9). In addi-
tion, the MAC values and the standard deviations of MAC for both normalization schemes are numerically identical, hence render its computation invariant towards the normalization of the mode shape. The standard deviations of the MAC obtained from the MC simulations and the mean standard deviations computed using the PT are presented in Table 5.

<table>
<thead>
<tr>
<th>Mode/Case</th>
<th>Normalization scheme 1</th>
<th>Normalization scheme 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4 5 6</td>
<td>1 2 3 4 5 6</td>
</tr>
<tr>
<td>1</td>
<td>- 0.05 0.30 1.09 0.42 0.49</td>
<td>- 0.05 0.30 1.09 0.42 0.49</td>
</tr>
<tr>
<td>σPT</td>
<td>- 0.04 0.28 1.11 0.42 0.49</td>
<td>- 0.04 0.28 1.11 0.42 0.49</td>
</tr>
<tr>
<td>σMC</td>
<td>0.04 - 0.14 0.14 0.10 0.58</td>
<td>0.04 - 0.14 0.14 0.10 0.58</td>
</tr>
<tr>
<td>2</td>
<td>0.30 0.14 - 0.24 0.03 0.05</td>
<td>0.30 0.14 - 0.24 0.03 0.05</td>
</tr>
<tr>
<td>σPT</td>
<td>0.28 0.14 - 0.23 0.03 0.05</td>
<td>0.28 0.14 - 0.23 0.03 0.05</td>
</tr>
<tr>
<td>σMC</td>
<td>1.09 0.14 0.24 - 0.13 1.06</td>
<td>1.09 0.14 0.24 - 0.13 1.06</td>
</tr>
<tr>
<td>3</td>
<td>0.42 0.10 0.03 0.13 - 1.10</td>
<td>0.42 0.10 0.03 0.13 - 1.10</td>
</tr>
<tr>
<td>σPT</td>
<td>0.42 0.10 0.03 0.13 - 1.09</td>
<td>0.42 0.10 0.03 0.13 - 1.09</td>
</tr>
<tr>
<td>σMC</td>
<td>0.49 0.59 0.05 1.06 1.10 -</td>
<td>0.49 0.59 0.05 1.06 1.10 -</td>
</tr>
<tr>
<td>4</td>
<td>0.49 0.58 0.05 1.08 1.09 -</td>
<td>0.49 0.58 0.05 1.08 1.09 -</td>
</tr>
</tbody>
</table>

Table 5: Standard deviations of MAC values for both normalization schemes for perturbation approach and Monte Carlo simulations.

It can be observed that the differences between the standard deviations of MAC computed from MC simulations and the mean ones obtained from the perturbation approach are small.

The influence of data length on the standard deviations of MAC computed from MC simulations and the mean standard deviations obtained from the PT is illustrated in Figure 5.

![Figure 5](image)

Figure 5: Sum of standard deviations of MAC from Monte Carlo simulation and mean perturbation theory depending on number of samples (a). Standard deviation of the sum of standard deviations of MAC from Monte Carlo simulation and mean perturbation theory (b). CV of the standard deviation of MAC from perturbation theory (c). Sum of standard deviations of MAC from Monte Carlo simulation and mean perturbation theory scaled with a square root of corresponding data length (d). Normalization 1.

The parameters used in this analysis follow a similar notation as in the case of mode shape uncertainties, see (26) and (27). The 'a' part of Figure 5 illustrates that the $\bar{\sigma}_{MAC_{MC}}$ and $\bar{\sigma}_{MAC_{PT}}$ are converging to zero. In addition, note that there is no visible difference between the results from MC simulations and
the mean ones obtained from PT. Second, the errors in the variance estimates of MAC computed with the perturbation approach, $\sigma_{\text{MAC}_{\text{PT}}}^*$, also converge to zero, which is presented in the ‘b’ part of Figure 5. The CV of the standard deviations of MAC, $\sigma_{\text{MAC}_{\text{PT}}}^*/\sigma_{\text{MAC}_{\text{PT}}}$, computed using perturbation approach converge to a constant value of 5.2%, see ‘c’ part of Figure 5, which, like in the case of mode shape uncertainties, is small and arguments for using proposed framework while having just one measurement set. Lastly, the ‘d’ part of Figure 5 illustrates that both the $\bar{\sigma}_{\text{MAC}_{\text{MC}}}$ and $\bar{\sigma}_{\text{MAC}_{\text{PT}}}$ converges with rate $\sqrt{N}$ to a similar constant.

5 Conclusions

This paper presented an approach to quantify the statistical uncertainty of MAC computed between different mode shape vectors. Proposed method was verified against Monte Carlo simulations of a simple chain system where the resulting differences between two frameworks were negligible, as expected. Uncertainty quantification was found invariant towards the underlying schemes for mode shape normalization, as expected. Theoretical asymptotic properties of MAC were validated with simulations with increasing sample size. The future work will consists of real-life application of both the uncertainty quantification of mode shapes and MAC, through its implementation in the future release of the ARTEMIS MODAL PRO [8] software.
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